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Abstract: Continued advancements in robot autonomy have allowed the research community to shift from using robots as tools in the field to deploying robot teammates capable of learning, reasoning, and executing tasks. Autonomous navigation is one necessary capability of a robot teammate that must operate in large field environments. In relatively static environments a simple navigation solution such as obstacle avoidance along the shortest path may suffice; however, as robot teammates are deployed to highly dynamic environments with changing mission requirements, additional environment context may be necessary to ensure safe and reliable navigation. Although recent works in urban autonomous driving have advanced the state-of-the-art in context-aware decision making, the spectrum of behaviors deployed for context-switching is more narrowly focused (by defining constraints specific to operation in structured environments) than what might be required for human-agent teaming field missions. As such, establishing a context-aware intelligent system for dynamic, unstructured environments is still an open problem. We discuss our approach to the integration of several context-aware navigation behaviors on a small unmanned ground vehicle (UGV) and a perception stack that provides cues used to transition between these different learned behaviors. Specifically, we integrate socially compliant, terrain-aware, and covert behaviors in an outdoor navigation scenario where the UGV encounters moving pedestrians, different terrains, and weapon threats. We provide a detailed account of the overall system integration, experiment design, component- and system-level analysis, and lessons learned.
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1. Introduction

Robotic platforms are being fielded to support a number of real-world applications, ranging from agriculture (Bakken et al., 2019; Kushwaha et al., 2016; Shamshiri et al., 2018) to humanitarian assistance and disaster response (Delmerico et al., 2019; Murphy, 2014; Nagatani et al., 2013). In many
of these cases, the robotic asset can be leveraged as a tool to complete a tedious or dangerous task that would otherwise require a human. However, the continued advancements in robotic autonomy and intelligence provide the necessary components to begin fielding robots in more complex, dynamic, and unstructured scenarios, where the robot can be treated as less of a tool, and more as a teammate capable of executing high-level tasks and missions.

Building high-level, context-aware intelligence for enabling human-robot teams to perform complex tasks is one of the remaining challenges in AI (Schaefer et al., 2019). Consider a scenario where a robot is performing a screening or surveillance task in a crowded place such as a street market. The robot navigates naturally among pedestrians on its route, but monitors the surrounding environment to be ready to change to a covert posture when necessary. Performing such a task is nontrivial and requires the robot to exhibit high-level intelligence. Specifically, the robot teammate needs to understand the operating context by recognizing objects and scenes of its environment as well as understanding various spatial and social relationships between objects and pedestrians in the environment. Such semantic understanding and reasoning capabilities enable the robot’s situational awareness and its grounding of a task in the context of its current environment state.

As seen in the previous example, deliberate maneuver behavior is essential for a robot teammate to successfully execute tasks in a diverse and dynamic operating environment. In relatively simple scenarios, the ability to identify obstacles and navigate around them is sufficient for the robot to maintain its safety, but additional scene complexity would make this strategy appear insufficient or uninformed. This additional complexity could be observed at the environment level, e.g., dynamic objects, or at the mission level, e.g., dynamic threats. Significant research advancements have been made for context-aware autonomous navigation in the presence of dynamic objects. This body of work has been exemplified in social navigation (Fridovich-Keil et al., 2020; Trautman et al., 2015; Tsai & Oh, 2020; Turnwald & Wollherr, 2018) and urban autonomous driving (Codevilla et al., 2018; Sadat et al., 2020; Taş et al., 2017) applications, where dynamic obstacles are primarily pedestrians and vehicles. In these works, navigation behavior can be constrained given the structure of the environment and task at hand. That is, the robot’s behavior is designed to follow social norms or rules of the road.

Our motivating scenario is unique in that the autonomous agent is deployed in an environment as a teammate with the expectation that its maneuver behavior should be representative of what one of its human teammates might exhibit. Each dimension of complexity, i.e., environment or mission, introduces unique rules and actions, requiring specific navigation behaviors that an intelligent system must address to ensure safe, efficient and effective navigation. In that sense, the range of behaviors we would like our agent to exhibit is more diverse than current individual examples in social and urban navigation. We describe our approach to leverage multiple traversal behaviors to address the need for operation in complex and dynamic environments. In this system, three separate learned traversal behaviors are deployed to assist in scenarios that require 1) terrain-aware navigation, 2) socially compliant navigation, and 3) navigation in the presence of threats. We use vision and LiDAR-based perception cues to identify the operational context, and this information allows the intelligent agent to make decisions about when to transition between the different navigation behaviors. Figure 1 provides an illustrative example of how a robot would transition between these behaviors during operation as the scene changes throughout the mission.

This paper focuses on the system integration of several navigation and perception components needed to field a mobile robot capable of intelligent mobility in dynamic environments. This system integration was performed as part of the Robotics Collaborative Technology Alliance (RCTA), a U.S. Army Combat Capabilities Development Command (DEVCOM) Army Research Laboratory (ARL) funded program. We discuss how this system integration is different from other systems previously seen in the literature. We also describe the field experimentation scenario that was designed to test this capability for the RCTA Capstone event, and provide an analysis of our described system in this operational context. Finally, developing a system with a diverse set of behavior requirements presents many challenges, and one major contribution of this work is an extensive discussion on
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lessons learned when integrating a system of this nature. This discussion identifies open areas of research we see as essential to continue to advance intelligence and autonomy for mobile robots.

2. Related systems

Robotic navigation systems have an extensive history, and current advancements are being made at a rapid pace. In the rest of this section we discuss related navigation systems and context-aware intelligence architectures. Specifically, we focus on approaches that make use of visual perception, learning and that are specifically designed for navigation in dynamic environments. We also provide a brief history of programs that resulted in significant system integration for challenge problems, many of which focused on off-road and unstructured environments.

Other related research in perception and learning is described in detail throughout Section 3 during our description of the individual components that make up our integrated context-aware navigation system.

2.1. Navigation

Significant research efforts have been made to advance autonomous navigation. A full discussion and history of these advancements is outside the scope of this paper, but we refer the reader to several survey papers (Bonin-Font et al., 2008; Desouza & Kak, 2002; Gul et al., 2019; Pandey et al., 2017) that outline a number of different approaches that have been developed throughout the years. Instead, we provide a more thorough discussion on particular approaches used for dynamic obstacle avoidance and current learning-based trends for autonomous navigation.
Navigation in the presence of dynamic obstacles has been addressed with a number of approaches. The use of neural networks and particle swarm optimization (Pandey et al., 2020) was used to demonstrate navigation amongst a mixture of static and dynamic obstacles. Other approaches have used reinforcement learning (L. Huang et al., 2018) or fuzzy logic (Nasrinahar & Chuah, 2018; Pandey et al., 2019) to avoid dynamic obstacles. A self-awareness model, based on the interdependence of subcomponents in a navigation system, has also been deployed to adapt to current driving conditions including dynamic obstacles (Taş et al., 2017).

Certain dynamic obstacles move in deliberate ways. People are one such example and have been well-studied in social navigation for robots. Early works treated humans as dynamic obstacles that are not responsive nor interactive, which resulted in several issues including improper behavior, e.g., blocking the paths of pedestrians (Ziebart et al., 2009), unanticipated motions known as “reciprocal dance” where a robot and a human alternate in taking unpredictable actions (Feurtey, 2000), or the “freezing robot” problem where a robot gives up too quickly due to overestimated uncertainty in crowd actions (Trautman et al., 2015). To address these issues, recent works model the interaction between agents either explicitly (Fridovich-Keil et al., 2020; C. Mavrogiannis et al., 2019; C. I. Mavrogiannis & Knepper, 2018; Turnwald & Wollherr, 2018) or implicitly (C. Chen et al., 2019; Y. F. Chen, Everett, et al., 2017; Y. F. Chen, Liu, et al., 2017; Everett et al., 2018, 2021; Tsai & Oh, 2020).

End-to-end learning for navigation has become a popular approach to avoid the design of subcomponents (e.g., dynamic obstacle modeling) and the relationships between these components in a navigation system. Approaches using only geometric data have been shown to exhibit goal-seeking (Pfeiffer et al., 2017; Tai et al., 2017; Zhang et al., 2017) and exploration-based (Zhang et al., 2020; Zhelo et al., 2018) navigation behaviors. With the addition of visual sensor information, e.g., RGB imagery, systems have been generated that allow a robot to accept high-level semantic goal specifications (Zhu et al., 2017), and that improve upon general obstacle avoidance, goal-seeking navigation (Tai, Li, et al., 2016; Zhou et al., 2019). Visual information has also helped advance learning of higher-level navigation behaviors such as urban on-road driving (Bojarski et al., 2016; Z. Chen & Huang, 2017; Codevilla et al., 2018; Sadat et al., 2020) and terrain adaptation (Siva et al., 2019). We refer the reader to surveys on learning-based motion control and navigation (Tai, Zhang, et al., 2016; Xiao et al., 2020) for additional works and discussion in this area.

The existing work we have outlined can in most cases be categorized as producing robot behavior that is obstacle-avoiding and goal-seeking. Exceptions such as terrain adaptation result in low-level behavior changes only. This leaves the body of research on urban and social navigation as some of the systems that most resemble ours. However, as outlined in our motivation, the high-level behaviors deployed by these systems are much more constrained than the system we integrate and evaluate in this paper.

### 2.2. Navigation challenge problems and legacy programs

Several large-scale, multi-year programs, such as the Defense Advanced Research Projects Agency (DARPA) Unmanned Ground Combat Vehicle (UGCV), PerceptOR, UGCV-Perception for Off-Road Robots Integration (UPI), and the DARPA Grand Challenge and Urban Challenge have focused on research and development of autonomous robotic systems. Most closely aligned to the work we present in this paper is the DARPA Learning Applied to Ground Robots (LAGR) program (Jackel et al., 2006), which focused on development of perception-based and learning-capable systems for off-road navigation. That program existed during a time when image processing was beginning to become faster and more sophisticated, making visual perception a novel tool for autonomous navigation. This resulted in systems that looked at stereo vision (Bajracharya et al., 2009; Konolige et al., 2008) and reverse optical flow (Lookingbill et al., 2007) to gather terrain context at longer distances and at different scales. Another approach included learning controls from demonstration or self-supervision (Albus et al., 2006) that allowed the robotic system to adapt to changing terrain. At the time of the LAGR program these systems were state of the art in identifying traversable terrain to autonomously navigate to defined goal locations.
In an earlier phase of the RCTA program, costmaps were used to couple perception and planning in a complex unstructured environment, such that perceived terrain features could be translated in terms of numeric costs (Ratliff et al., 2006; Ratliff et al., 2009; Silver et al., 2010). Learning approaches were used to train a model using a set of human expert demonstrations in order to generate a traversability costmap given an image of the environment. They demonstrated that a robotic vehicle could autonomously navigate for several kilometers in unknown, unstructured outdoor environments. While significant, semantic understanding in this work did not expand much beyond differentiating traversable and non-traversable terrain, similar to what was seen in the LAGR program.

Since the previously described works, onboard computation, visual perception and behavior learning have demonstrated great advancements. Although previous systems share commonalities with our presented system, e.g., behavior learning, perception advances allow our system to make use of finer-grained terrain categorization to support richer understanding of semantic meanings of both environmental and social contexts. Further, we are able to introduce operating scenarios that go beyond navigation in static scenes. Namely, we are able to produce a navigation stack that makes use of perception, that safely and autonomously navigates among dynamic obstacles, and that can begin to reason about higher level behaviors based on contextual cues.

2.3. Context-aware intelligence architectures

In previous RCTA work, a robot intelligence architecture was comprised of the mission, behavior, and interaction levels (Oh et al., 2015). First, the mission-level intelligence analyzes a context and makes cognitive-level decisions based on abstract information. Next, the behavior-level intelligence governs decision making for a specific task, such as navigation or monitoring, that requires a tight integration between perception and actions. Finally, the interaction level is directly connected to the actual control of a robotic platform and presents the least amount of uncertainty within the model. In this architecture, information flows both top-down and bottom-up, supporting not only the traditional model of choosing an action based on perceived information, but also using knowledge available at the mission level to guide lower-level perception.

Using the previously described intelligence architecture, behaviors are specified by a human commander through a natural language command, e.g., “Navigate covertly to the back of the building,” rather than based on the robot’s own situational awareness as in the work presented in this article. To ground a given command to the current environmental context, semantic perception is used (Boularias et al., 2015). Prior knowledge from the cognitive level is also used for a robot to hypothesize about the unseen part of an environment. This architecture was fully integrated on a Clearpath Husky robot platform equipped with a camera and LiDAR sensors, and evaluated in multiple outdoor, semi-structured environments for its semantic navigation and screening mission performances (Oh et al., 2017).

Additional human supervision has been demonstrated as an alternative over high-level intelligence architectures in Gregory et al. (2016). In this work, the goal of the multi-robot and human commander team was to find a hidden radio transmitter in a military training facility. The human commander oversaw the entire mission by defining waypoints for navigation instead of allowing the robot to determine where to traverse next given its understanding of the current environment and mission state. Further, the commander would instruct the robots to capture images based on an accumulated radio signal strength model. In this scenario, all decision making was supervised by the human commander.

In this paper, we demonstrate a bottom-up approach where semantic perception serves as a cue for a robot to determine the type of behavior in addition to grounding commands. In the market surveillance example, semantic perception is used to keep the robot vigilant to the dynamic changes happening in an environment so that a visual cue can trigger a change at the behavior or mission level. This bottom-up approach provides flexibility in the robot’s action choices and allows the robot to react more robustly against dynamic changes and complex environments when compared to strictly
following directions. At the same time, increased autonomy can alleviate a human commander from the need for constantly watching and directing the robot.

3. System integration for context-aware navigation

The supporting software components of our robotic system constitute the autonomy architecture. Briefly, these components consist of a mapping and localization system, a perception system, and a navigation system. Figure 2 provides a high-level overview of this architecture, where raw sensor data is processed by the mapping and perception stacks to produce representations of the current environment context. This context is used as input to the navigation behaviors and also to the behavior executor to determine when to transition between these navigation modules. Additional details of specific components are provided in the remainder of this section.

3.1. Mapping

The mapping system of our autonomy architecture is based on the OmniMapper described in Trevor et al. (2014). It builds a factor graph of relative pose measurements based upon point cloud alignments determined via generalized iterative closest point (G-ICP) (Segal et al., 2009) of subsequent locations along the robot’s trajectory and loop-closure constraints when locations are revisited. LiDAR measurements along the robot’s trajectory are rendered into an occupancy grid in a global frame of reference. LiDAR scan points are classified as ground strikes if they are within a small threshold of the lowest $z$ height in a vertical column of space and are classified as obstacle hits otherwise. These measurements are used as evidence to update a log-odds occupancy grid.

The output of this process is a map that indicates the location of obstacles or other navigational hazards. On its own, this map produces information for obstacle-avoidance navigation. In our system, this obstacle map is used in conjunction with semantic information as input to our inverse optimal control (IOC) behavior learning technique. The two learned behavior models that use this input are discussed in Sections 3.3.2 and 3.3.3.

**Figure 2.** High-level overview of the autonomy architecture used in this paper. Raw sensor input is processed by the mapping and perception stacks to provide semantic context to the individual navigation behaviors. The perception stack also provides detection input to the behavior executor, which is used to determine when to trigger navigation behavior transitions based on the current environment context.
3.2. Perception

The perception stack in the autonomy architecture is designed to provide information about the environment from LiDAR and RGB camera data. We describe the perception modules used in our system to detect and localize, identify, and track (when applicable) objects of interest, terrain, and people. The perception stack provides both the static environment context and the current state of the dynamic scene, which serves as 1) input to the system’s behavior executor to determine navigation behavior transitions and 2) features for the IOC navigation behaviors. Both of these components are discussed in further detail in Section 3.3.

The accuracy of the perception stack plays a significant role in the robot’s decision making. If information about the environment is misclassified, the robot will fail to select the most appropriate traversal behavior, which can ultimately yield sub-optimal operation with respect to safety and mission requirements. In addition to providing a general overview of the perception modules used in this system, we also discuss the robustness of these modules, with respect to new environments, and techniques used to provide the most reliable models in anticipation of domain shift.

3.2.1. Human detection and tracking

The inclusion of people in a scene makes an environment highly dynamic. Detecting and tracking these humans is necessary for a robot to navigate in a socially compliant manner (discussed in Section 3.3.1), as it provides location and trajectory information about people along the robot’s path. We leverage work from previous years of the RCTA to implement a LiDAR-based pedestrian detection and tracking system (Navarro-Serment et al., 2010) that is suited for operation within the computing and sensing budgets of our experimental robot (Mertz et al., 2013). The system is built around a Velodyne VLP-16 LiDAR with a \(360^\circ\) horizontal field of view (FOV) and \(30^\circ\) vertical FOV that provides full coverage of the scene surrounding the robot. This sensor generates distance measurements at \(5\) Hz to \(20\) Hz, which is suitable for accurate estimation of location and velocity of pedestrians on foot. The detection and tracking system operates in real time on an Intel Core i7 CPU, producing tracking information at \(25\) Hz. A sample image illustrating the tracker in action is shown in Figure 3.

We now present a general description of the algorithm we use for pedestrian detection and tracking. Specifically, we discuss how LiDAR data is filtered, segmented, tracked, and classified to provide the system with pedestrian motion information. Additional details can be found in (Navarro-Serment et al., 2010).

First, LiDAR data from a single scan cycle is filtered based on distance to the sensor (we only process measurements close enough to have an impact on social navigation), and it is then voxelized to further reduce the number of points to process. Points located at a certain height above ground are isolated to prevent processing ground returns that may be interpreted as false apparent motion. We also estimate the ground elevation of each cell to allow the system to adapt to different environments. The ground elevation is stored in a scrolling grid that contains accumulated LiDAR points and is centered at the robot’s current position. The mean and standard deviation of the heights of all points inside each cell are computed recursively, and the cell elevation is calculated by subtracting one standard deviation from the mean. This results in elevation that is never below the lowest point while still having about 80% of points above ground. Finally, to increase robustness against sensor misalignment, a decay factor is applied to the height measurements, giving more recent points greater weight on these statistics.

Next, the filtered set of non-ground points goes through the processes of object segmentation. The segmentation step groups together points believed to belong to the same object. We use a distance threshold segmentation process, which clusters points that fall within a fixed distance from each other. Each segmented object is represented by the center of the bounding voxel enclosing its respective points. A segmented object’s size is represented by the length of the diagonal of its bounding voxel.

\(^1\) We use the terms people, humans, and pedestrians interchangeably throughout this paper.
In the object tracking step, objects detected in the current scan are tested for association with objects from previous scans. If the bounding voxels of two objects (i.e., one from the current and the other from the previous scan) overlap, they are identified as the same object. Voxels are considered to be overlapping if they have at least one measurement point in common, taking into account predicted motion path. Lines and corners are fit to the points, effectively becoming the feature points that are fed into a Kalman filter, which estimates the position and velocity of the object. These estimates are stored and made available during the classification stage to determine if an object is a pedestrian. The tracking algorithm is designed to track objects through temporary loss. If an object disappears, e.g., because it becomes occluded or leaves the field of view, its track is maintained for several cycles and its position is updated according to its last motion estimate. If the object re-emerges and its current position is close to the estimated position, the object is associated with the old track.

In addition to estimates of position and velocity, each LiDAR segmented track contains a predicted object class and associated strength of detection (SOD) measure, which represents how strongly the tracker believes the prediction is correct. Object predictions come from one of four classes: unclassified, unknown-small, unknown-big, and pedestrian. Three factors are used to calculate an object’s SOD: its size, the distance it has traveled, and the time during which the object has been moving. These factors are particularly useful to help distinguish moving people in the scene. Size distinguishes people from large objects, such as cars and walls. Distance traveled discriminates against stationary objects, such as barrels and posts. Distance traveled discriminates against stationary objects, such as barrels and posts. Finally, objects that have been perceived as moving for long durations are very likely people. This evidence is used to increase the object’s SOD, where scores are on the range of [0, 1].

3.2.2. Object detection
Objects detected in an operating environment can provide context that allows a robot to reason about its current location, and where and how it may want to maneuver in the future. For our system,
we use object detection to identify potential threats, e.g., weapons, in the scene. Threat detection is used as a perception cue to transition into a covert navigation mode (discussed in Section 3.3.3).

Research in object detection has made great advances, and many popular neural network approaches exist for this task including SSD (Liu et al., 2016), YOLO (Redmon & Farhadi, 2017), R-FCN (Dai et al., 2016), and Faster-RCNN (Ren et al., 2017). These can be run with different backbones, and their trade-offs in speed, accuracy, memory footprint, and other qualities have been analyzed in previous work (J. Huang et al., 2017; Soria et al., 2020). A more specific analysis was performed, focusing on object detection for autonomous vehicles in urban environments (Carranza-García et al., 2020). Although a number of these architectures could be leveraged for our threat detection problem, the detector we trained for our system uses a standard Faster-RCNN neural net implementation (Massa & Girshick, 2018) with the provided pre-trained ResNet-50 as its backbone. This architecture and backbone gave us good performance with per-frame detections occurring at about 5 Hz.

As with most deep learning approaches, to properly train these detectors, one needs to have on the order of thousands or hundreds of thousands of labeled images. This annotation process is tedious and labor intensive. To collect a comprehensive dataset for our rifle model, the Husky robot (discussed in Section 4) was teleoperated around the testing environment to collect images from its onboard camera. The data collection was performed across several days under different weather conditions and at different times of the day. People with and without mock rifles\(^2\) (seen in Figure 4) were part of the scene.

The bounding box annotation of objects in these images was outsourced to Appen,\(^3\) and internal verification was performed on each labeled image to ensure high-quality training data. Overall the dataset was made up of about 150,000 images with bounding box annotations for many classes used for a general perception pipeline (Narayanan et al., 2020). We only use the ~15,000 rifle instances from this data. This labeling approach took several months and worked well to establish a large dataset for research, but it has severe practical limitations. Namely, it requires significant time, human resources, and full access to the environment to capture objects in context. This process could be infeasible for real-world applications where robots may need to be deployed with little notice.

For situations when large sets of training data are not readily available, approaches such as few-shot learning (Y. Wang et al., 2020) or meta-learning (Y.-X. Wang et al., 2019) have emerged to reduce the number of labeled images required at training time. A secondary approach is to create images synthetically either by cutting objects out of one image and pasting them on a different background (Dwibedi et al., 2017) or by learning to generate via compositing (Tripathi et al., 2019). In this work, we assume that we have access to either the physical object or a CAD model of the object that needs to be detected. However, we address the challenge of not having adequate time to collect large sets of real image data with the object, or access to the relevant environment in which the object may be seen during deployment. Specifically, we discuss the creation of synthetic rifle data to train a detection system for applications with limited real world data resources.

---

\(^2\) All rifles used for data collection and experimentation, seen in the images throughout this paper, are fake.

\(^3\) https://appen.com/
We generate the synthetic imagery by pasting cutouts of objects onto various backgrounds. We used three different methods to produce the cutouts. The first is described in Dwibedi et al. (2017), and begins by taking pictures of the rifles from different viewpoints. Two examples are shown in Figure 4. The rifles in these images are cut out with OpenCV GrabCut. The second method creates a 3D mesh model. To produce this 3D model we used Colmap (Schönberger & Frahm, 2016) for the dense point cloud and Meshlab to clean the point cloud and construct the final mesh. The third method is to directly use a 3D CAD model of the object. Once the 3D mesh or CAD models are generated, virtual snapshots are captured from all viewpoints. Figure 5 shows an example snapshot from the CAD model (left), and the final 3D mesh model of the rifle (right). In addition to adding the rifles to the synthetic imagery, we also added distractor objects as seen in Figure 6. Overall we created about 100,000 synthetic training images with these methods.

During our navigation field experiments (discussed in Section 4.3), we deploy an object detection model trained with both the hand-labeled annotations and synthetic training data. We also provide a quantitative analysis of models trained separately with the two types of data. We provide this analysis to demonstrate the potential for learning models with only synthetic imagery. It is important to note that very often rifles are occluded by body parts, e.g., by the hands that carry it. We therefore provide an evaluation for normal and difficult (i.e., partially occluded) situations separately using a

![Figure 5. CAD model (left) and 3D mesh model (right) of a rifle.](image)

![Figure 6. Example synthetic training image using an operationally relevant background and pasting a rifle and distractor object on top.](image)
Table 1. AP for normal and difficult rifle scenarios from models trained with hand-labeled images and synthetic images.

<table>
<thead>
<tr>
<th>Model training data</th>
<th>Normal scenarios</th>
<th>Difficult scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand labeled</td>
<td>78.7%</td>
<td>33.2%</td>
</tr>
<tr>
<td>Synthesized/augmented</td>
<td>53.5%</td>
<td>16.8%</td>
</tr>
</tbody>
</table>

disjoint test set. Table 1 compares the average precision (AP) for the two models under the normal and difficult (i.e., with significant occlusions) rifle scenarios. The hand-labeled model performs quite well with an AP = 78.7%. Although the model trained with synthetic data yields lower performance, AP = 53.5%, this is still a reasonable result given it was achieved without any human annotation effort on operational data. It is not surprising that the models perform worse in difficult scenarios. The low performance of the model trained with synthetic data, AP = 16.8%, can be attributed to the fact that our augmentation model does not produce realistic occlusions. Specifically, it does not place rifles in the same context (i.e., held by a person), which results in significant occlusion by parts of the body. In future research we want to simulate moving people carrying rifles in realistic postures.

3.2.3. Semantic segmentation

The traversal behaviors discussed in Sections 3.3.2 and 3.3.3 are learned with respect to terrain and object features that are identified in the environment. To generate these feature maps, we run a neural network that performs semantic segmentation on images collected from the robot’s onboard camera sensor. The trained network is a fully convolutional network (FCN) with a skip architecture and VGG16 (Simonyan & Zisserman, 2015) network structure for the initial input layers. Convolutional layers 6 and 7 in VGG16 are replaced with layers that up-sample and combine data from three different layers from FCN8 (J. Long et al., 2015).

The FCN network weights were initialized using a pre-trained model for Pascal VOC (Everingham et al., 2010). Fine-tuning was performed using outdoor data collected from a MOUT site (Lennon et al., 2013) and was supplemented with some additional outdoor data. The ontology for this learned model comprises twelve classes: sky, tree, asphalt, grass, building, object, concrete, gravel, fire hydrant, traffic barrel, vehicle, and pole.

At inference time, the FCN is run onboard the robot using a Nvidia GTX 1060 GPU. Images coming from the onboard camera sensor are downsampled to a resolution of 344 × 275 and run through the network. The GPU rate of inference for these images is ~7 Hz.

The output of the semantic segmentation is used to generate features for both learning and inference of certain traversal behaviors, and the described FCN works reliably in both the environment where training data was collected and in novel environments. Figure 7 shows example segmentation results from the network in the training environment (top row) and the experimental testing environment (bottom row). Notice that the boundaries between various terrain types and objects are extremely clean within the training environment. Qualitatively, limited performance degradation is seen in the operating environment, which provides segmentation results that are of sufficient quality to successfully use the output as semantic feature maps to learn traversal behaviors.

This claim is reinforced by the quantitative evaluation we performed. Figure 8 shows the pixel-wise accuracy of classes when using the trained network in the testing environment. A single video sequence was captured and 137 frames were annotated with ground truth for this evaluation. The results show close to 90% accuracy across all pixels and particularly good results across the terrain and major objects in the scene. The average (i.e., mean per-class accuracy) is pulled down by the pole and object class results. The lower performance across these classes can be attributed largely to the scarcity (i.e., few instances) and size (i.e., minimal pixel coverage) in the training data. Further, the general notion of “object” actually encompasses multiple types of objects, each of which may have different feature characteristics, making it a more difficult concept to learn. However, for the presented system,
Figure 7. Example semantic segmentation results on images captured in the environment used to train the FCN (top row) and in the experimental operating environment (bottom row).

Figure 8. Quantitative evaluation of the FCN semantic segmentation model on a video stream from the field-test environment.

Semantic segmentation is mainly used to identify terrain in the environment, and LiDAR information can be used to enhance obstacle detection.

3.3. Navigation

The navigation behaviors exhibited by our system are controlled by a behavior executor, seen on the right hand side of the autonomy architecture overview in Figure 2. The behavior executor implements the state machine shown in Figure 9. First, a high-level navigation goal (i.e., move to the location \((x, y, \theta)_{UTM}\)) is introduced in the filled-in circle on the left of the figure. The state machine then selects from a set of learned behaviors based upon detected conditions present in the vicinity of the robot. These transitions are made to respect a reasonable precedence order consistent with the underlying urgency of the detected conditions. The THREAT condition has the highest priority – whenever a weapon is detected (described in Section 3.2.2) in the visual field of the robot it will immediately transition to the threat mode controller. Likewise, in the absence of the threat mode, the socially compliant navigation controller will be used if pedestrians are detected (described in
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Figure 9. The state machine that controls the activation of control modules as a response to input state. The state machine proceeds through five states: IDLE, NORMAL, PEDESTRIAN, THREAT, and DONE, as shown abbreviated in the figure. Input state signals are shown above each transition arc; detected pedestrians and threats are shown by \( P \) and \( T \), respectively, and the absence of these signals is indicated with an overbar (i.e., \( \overline{P} \) and \( \overline{T} \)). Module activations and configuration are shown below each transition arc. Symbols \( G_{SCN} \) and \( G_{IOC} \) indicate the goal command was sent to the socially compliant NaviGAN and the learned inverse-optimal controller, respectively. An overbar on a goal command indicates a cancellation sent to terminate module activity prior to a preempt. Configuration changes to the IOC controller are indicated by \( W_N \) and \( W_T \) for setting normal mode weights and threat mode weights, respectively.

Section 3.2.1) in the area, and the normal-mode controller will be used in the absence of either of these conditions. Specifics of these three navigation controllers are provided later in this section.

Behavior transition stimulus conditions are monitored along with destination arrival while the state machine remains in one of the NORMAL, PEDESTRIAN, or THREAT states. In a mission where the robot must first move through an empty section of road and then encounters a group of pedestrians, it would transition from the NORMAL state to the PEDESTRIAN state. The state machine receives a pedestrian detection signal, represented in the figure as a \( P \), and it then cancels the current navigation controller, which was the terrain-aware IOC behavior defined as the normal mode. It then sends a new goal to the socially compliant navigation controller to continue the operation. When the robot encounters a threat, designated as the symbol \( T \), it cancels either the terrain-aware or socially compliant navigation controller depending on which is running, reconfigures the IOC controller for covert operation, and sends a new goal to the IOC controller. In the current system, transitions back to normal navigation from pedestrian mode are implemented but not shown in Figure 9 to reduce clutter. There are no transitions back from threat mode; the robot will continue the use of covert navigation until the goal is reached. These conditions are reset on subsequent navigation goals.

Each of the traversal behaviors integrated in our system are learned from data. Establishing a learning pipeline allows us the flexibility to learn additional behaviors when presented with novel mission requirements and adapt behaviors that may degrade over time due to environment or social changes. Although in some cases it may be feasible to hand code a behavior given expert domain knowledge, this becomes more challenging for complex behaviors. Further, as our motivating scenario specifies, the human teammates of this system may not be learning experts capable of such encoding. When behavior modification is needed quickly in the field, having a learning pipeline in place allows non-experts to simply execute the learning command with the new data. In the remainder of this section we present a description of the three behaviors and the learning techniques used to arrive at the behavior models.

3.3.1. Socially compliant navigation

The implementation and model discussed in this section represents our socially compliant navigation (SCN) behavior that is triggered when the robot is in the presence of pedestrians. This mode corresponds to the PEDESTRIAN state in the behavior executor.
When a robot navigates in human-populated environments, the robot needs to not only avoid collision with moving pedestrians but also comply with social norms such that pedestrians are comfortable with sharing the environment with the robot. Generally, the objectives of social navigation are composed of comfort, naturalness, and high-level societal rules (Kruse et al., 2013). Existing works in the social navigation domain mainly use reinforcement learning (RL) or inverse reinforcement learning (IRL). RL-based methods (Y. F. Chen, Everett, et al., 2017; Y. F. Chen, Liu, et al., 2017; Everett et al., 2021; P. Long et al., 2018) focus on avoiding collision to ensure comfort but can result in policies that are not natural to humans. Conversely, IRL-based approaches (Kitani et al., 2012; Kretzschmar et al., 2016; Okal & Arras, 2016; Pfeiffer et al., 2016; Vasquez et al., 2014) are trained to mimic natural crowd navigation, but can generate unsafe trajectories because collision avoidance is not explicitly penalized during training. Our approach aims to achieve both comfort and naturalness.

Following the theory of social force (Helbing & Molnár, 1995), we develop NaviGAN, a generative adversarial network architecture for social navigation that represents an agent’s mixed intention to accomplish its self-interested goal while trying to comply with social norms of crowd navigation behavior (Tsai & Oh, 2020). An overview of NaviGAN is replicated in Figure 10. NaviGAN consists of three building blocks: (i) Intention-force generator that models an agent’s intention for reaching a destination, (ii) Social-force generator that models the social force and fluctuation force, and (iii) Social-aware discriminator that discovers the latent social influences from discriminating those navigation paths generated by the generator against expert demonstrations.

The NaviGAN approach (Tsai & Oh, 2020) was evaluated in terms of discounted accumulated reward, known as social score using the reward function proposed in C. Chen et al. (2019) that combines the task success rate and the level of comfort based on distance. As an upper-bound reference, humans are able to reach their goals while maintaining comfortable distance from others 96% of the time. The lower-bound reference used in our experiment was a navigation algorithm optimized for reaching a goal without social awareness, which allows a robot to reach its goal 91% of the time but in a reckless manner with its comfort rate of 81%. In a set of experiments, our approach reaches the goal at a lower rate of 85% than the baseline but achieves substantially higher social awareness score of 97% that is comparable to human performance. NaviGAN is a real-time algorithm that runs at 10 Hz when using an onboard Jetson computer during our experiments.

Figure 10. Overview of NaviGAN (Tsai & Oh, 2020). NaviGAN is composed of three major building blocks: 1. Intention-force generator (block (a)) that models the intention force toward goal state; 2. Social-force generator (block (b)) that models the social force and fluctuation force; and 3. Social-aware discriminator (block (c)) that discovers the latent social aspects from discriminating between expert demonstrations and navigation behavior generated by the generator. The red color indicates that the vector holds data relevant to the target agent, and the black color is used for other agents.
3.3.2. Terrain-aware traversal

In some autonomous navigation scenarios, planning trajectories that only consider obstacle avoidance is sufficient. However, additional environment context such as the specific terrain in the scene can be used to enhance mobility, e.g., path planning only on traversable terrain, adherence to “rules of the road,” or mission formation. These types of behavior models can be encoded as a reward function, where each terrain feature is represented by a reward/cost value that describes how desirable that terrain is to drive across.

To learn this reward function, we employ IOC, also commonly referred to as IRL. IOC learning makes use of demonstrations, which encode an optimal policy, to learn a reward function. Our previously proposed IOC traversal behavior learning approach (Wigness et al., 2018) is replicated in Figure 11. In this specific formulation, a demonstration is a trajectory driven by a human teleoperating a robot, and the trajectory encodes optimal traversal with respect to a set of environment terrains and obstacles identified by semantic segmentation (discussed in Section 3.2.3) and LiDAR (discussed in Section 3.1).

Both linear (Abbeel & Ng, 2004; Kitani et al., 2012; Ratliff et al., 2006; Ziebart et al., 2008), and nonlinear reward function learning (Choi & Kim, 2013; Levine et al., 2011; Wulfmeier et al., 2016) have been explored in the literature. The requirement of a large number of demonstrations to learn reliable nonlinear reward functions makes these approaches less ideal for applications where a robot may need to adapt quickly in the field. Thus, we leverage the Maximum Entropy IRL algorithm (Ziebart et al., 2008) as it resolves ambiguity in distribution selection by focusing on matching feature expectations, and as shown in previously results, can learn from a relatively small number of demonstrations (Wigness et al., 2018).

The first IOC traversal behavior is designed to represent the robot’s normal operating mode, denoted as the NORMAL state in the behavior executor, which considers the type and relative proximity of terrains when planning paths. More specifically, this model should encode the behavior of driving on the edge of the road. Unlike traversability analysis literature (Papadakis, 2013) that focuses on assigning or learning fixed costs for terrain classes (Milella et al., 2015; Roncancio et al., 2014; Shneier et al., 2008; Silver et al., 2008; Suger et al., 2015; Talukder et al., 2002), this behavior

![Figure 11](image-url)
model must learn weights for a feature representation that encodes the relative proximity of terrains and objects in the environment.

Figure 12 shows some example trajectory demonstrations that represent the optimal behavior of driving near the edge of the road. The demonstrated trajectory is seen in blue and overlays the environment feature maps – grass (green), road (red), and obstacles (black) – used during the learning process. The reward function for this behavior was learned with six demonstrations, where each demonstration covered about 5 m to 10 m of distance from start to end. This behavior has been demonstrated thoroughly in previous field experiments (Wigness et al., 2018).

### 3.3.3. Covert traversal

The second IOC learned behavior is meant to resemble covert traversal when the robot perceives a threat in the environment. This behavior is represented as the THREAT state in the behavior executor, and is triggered by the rifle detector discussed in Section 3.2.2. Covert in these experiments is defined as a trajectory that avoids large open areas, e.g., the middle of the road, that are highly visible from a vantage point. Instead, this learned behavior should generate trajectories along walls and buildings, which provide some cover to the moving robot.

Covertness is often associated with tactical operation amidst the presence of possible danger and adversaries. We clarify here that the learned behavior we present is certainly not an accurate representation of covert tactics used in real-world operation. Instead, this covert representation is intended to be a stand-in to simply expand the diverse set of traversal behaviors that may be triggered in an environment based on different operational context.

Our previous field demonstration of this behavior showed that we could learn a reward function from two human demonstrations (Wigness et al., 2018). To quantitatively show the behavior was learned, we compared the IOC-generated trajectory between two waypoints to that of a human-demonstrated trajectory between the same two waypoints. Using the Modified Hausdorff Distance (MHD) (Shao et al., 2010), we showed that on average across all trials performed, IOC has an MHD of 1.415, where a lower MHD indicates higher similarity. The trajectories collected by running a baseline planner that does simple obstacle avoidance achieved a mean MHD of 5.201.

Figure 13 illustrates the difference in training demonstrations that could be provided for the covert and terrain-aware behaviors when the initial (green circle) and goal locations (yellow circle) are the same in each case. The red trajectory is an illustration of a covert demonstration, where the robot would deviate toward the building edge for as long as possible until finishing at the goal destination.
4. Field testing

The integration of these perception and navigation modules, along with the rest of the autonomy stack, allows us to deploy an intelligent autonomous system to the field for evaluation. Specifically, we define a scenario in which the robot must maneuver in the environment given dynamic conditions in which certain traversal behaviors are more desirable than others.

Field experimentation of the integrated system was performed in an outdoor environment located at a military training facility. The environment is meant to resemble a small village containing various buildings and gravel roads in addition to other terrain and object classes. The basic experiment setting involves the robot autonomously navigating from its current location to a specified goal waypoint in the environment.

We run several trials of the experiment in two different locations of the environment. Figure 14 is an overhead view of the field environment and roughly depicts the two locations in which evaluation is performed. The robot must traverse about 50 m to 100 m to reach its goal location in each trial. During these trials we record the perception package output, behavior transitions, and trajectories of the learned behaviors. We use this data to evaluate the individual components and provide an overall analysis of the integrated system. In the remainder of this section we describe the scenario defined for testing and provide an analysis of the trials performed.

4.1. Scenario design

We define a particular scenario for the experimental trials that is intended to mimic a dynamic environment with changing mission context. In this scenario, as the robot navigates to its goal waypoint it will need to traverse through an area that is densely populated by pedestrians. Most of these pedestrians are non-hostile, but the detection of weapons in the environment should indicate a threat, and the robot will need to act accordingly by assuming the environment has become hostile.
Specifically, while moving toward the goal location the robot may encounter the following environment conditions:

1. There are no moving pedestrians or weapons present
2. Moving pedestrians are within 10 m of the robot
3. A weapon is within 10 m of the robot
4. Both moving pedestrians and weapons are near the robot

These conditions will be identified by the robot using the onboard perception stack (i.e., pedestrian tracking and weapon detection). These perception cues are used by the robot to transition between traversal behaviors most appropriate given the current mission context, as shown in Figure 9. The conditions of the scenario are presented in roughly the same order for each of the experimental trials. First, the robot begins operation without the presence of humans or weapons. Next, the robot encounters pedestrians. Finally, a weapon is introduced into the scenario.

Although the sequence of events remains constant, there are a number of varying conditions between the trials. These include the number of pedestrians, emergence of pedestrians, weapon occlusion, and duration of conditions. Specifically, an experimental trial can include one to six pedestrians. Pedestrians can emerge in the environment by walking head-on toward the robot, crossing the street in front of the robot, moving toward the robot from behind, or some combination of these. Weapons in the environment enter the scene being held by a pedestrian, and various grasps introduce different degrees of rifle occlusion. Finally, the duration of each condition is different in each trial.

4.2. Robot description

The robot platform used for experimentation is a Clearpath Husky, which can be seen in Figure 15. The sensor payload is mounted on an optical plate that is secured in an elevated position from the robot’s hull. A Velodyne VLP-16 is mounted on the upper plate and is used for mapping as described in Section 3.1, as well as person tracking as described in Section 3.2.1. An Intel RealSense d435i is also attached to the upper plate and is used for semantic segmentation and object recognition.
as described in Section 3.2. The robot’s orientation is determined by a Microstrain GX5-25 IMU mounted on vibration isolators on the upper plate. This orientation is combined with platform wheel odometry to provide an estimate of platform motion for use in the mapping process described in Section 3.1. Several additional sensors, also visible in Figure 15, are used in other experiments not described in this paper.

Two computers are located onboard the Husky. A Brix with an Intel Core i7 is used for navigation, mapping, and high-level control. A Zotac EN1060K with a 6GB Nvidia GTX 1060 is used for visual processing with neural networks running on the GPU, including both semantic segmentation and object detection. Socially compliant navigation is currently implemented on an offboard NVidia Jetson computer; however, this could be easily integrated on the platform. A second Husky lead-acid battery is integrated into the robot hull to power these sensors and computers via DC/DC converters.

4.3. Results

We conducted a total of 12 experimental trials for the scenario specified in Section 4.1. Two occurred at Location A, as seen in Figure 14, while Location B was used for the remaining 10 trials. We discuss the general performance results seen across all 12 trials without differentiating location. Qualitative evaluation is discussed largely by referencing visualizations of the perception components and navigation paths displayed in Rviz during operation. We briefly outline the visualizations that will be seen throughout the remainder of this section. The basis of many visualizations is the mapping produced from our SLAM system. Overlain this map are:

1. Terrain information from semantic segmentation, grass and road are shown as green and purple regions, respectively
2. LiDAR object and pedestrian tracks, shown as blue and red cuboids, respectively
3. Planned paths for navigation behaviors shown as green trajectories

Object detection bounding boxes are overlaid camera images. Note that class “1” represents entrance detection, which is not specifically used in this scenario design, and class “2” represents rifle detections. Detection confidence scores can be seen next to the class label for each detection.

Overall, our system successfully completed 11 of the 12 navigation trials. Success is defined by the robot’s arrival at the goal waypoint while transitioning between the navigation behaviors when environment conditions change. In these initial experiments we do not provide a quantitative evaluation of “time to transition,” (i.e., we do not record the delay incurred from the moment the environment changes to the moment of behavior transition). However, we note that qualitatively the perception cues were issued in a timely manner and correctly triggered the behavior designed for each condition. Figure 16 shows the sequence of traversal behavior transitions during one experimental trial. During
Figure 16. Example sequence of behavior changes for one of the experimental trials. Top row: Transitions between normal operation and socially compliant navigation when pedestrians are detected. Bottom row: Detection of a threat and covert paths planned.

Figure 17. Paths generated in an experimental trial using terrain-aware navigation to follow the edge of road, which is the initial behavior of the scenario when no pedestrians or threats are detected in the scene. The green line represents the planned path. The green and purple colors on the map represent perceived grass and road, respectively. Building edges and other obstacles are seen in the map as black regions captured from LiDAR.

this trial the robot transitions between normal and socially-compliant navigation multiple times, as pedestrians enter and leave the scene, until finally a threat is detected and the robot transitions into covert traversal. The other experimental trials represent a similar flow in transition between navigation behaviors. Additional detailed analysis and discussion of these results follow.

Navigation Startup: Each experimental trial started with a static scene (i.e., no moving pedestrians or threats perceived). We used the terrain-aware navigation behavior, training via IOC, as the initial navigation mode. Recall that the terrain-aware behavior was trained to drive near the edge of the road. Figure 17 shows an example planned path for this initial behavior. The trajectory shown as the bright green line indicates the behavior was learned well, as it aligns with the grass and road terrain, shown as green and purple ground cover in the map.

Pedestrian Detection and Socially-Compliant Navigation: Pedestrian location and movement was varied throughout the experimental trials to show that the socially compliant navigation behavior
could reason about pedestrians in a number of different scenarios. Figure 18 shows some example visualizations of the operating environment when pedestrians entered experimental trials to trigger socially compliant navigation. In these visualizations the robot is marked by a blue sphere with an arrow indicating its forward moving direction. The red cuboids represent pedestrians being tracked by the system, and green arrows on the pedestrians indicate the direction of their movement. Notice that pedestrians move toward the human head on, approach from behind, and cross directly in front of the robot.

As pedestrians are tracked, socially-compliant navigation generates a planned path that not only avoids collision with the pedestrians, but also maintains a comfortable distance from the pedestrian, as learned by the model. Throughout the experimental trials, the robot commonly chose to veer to its right to establish distance between itself and the pedestrians approaching head on. Two example sequences of this can be seen in Figure 19, where each row represents a different experimental trial with an ordered sequence of frames showing the pedestrians in the scene. These frames are captured on a GoPro mounted to the robot and were not used as sensor input for perception. The robot’s mounting plate can be seen in the bottom of the image and can be used as a reference to see how the robot’s path migrates to the right over time. In the top trial the robot plans a path into the grass to avoid an approaching pedestrian, and in the bottom trial the robot moves to the right to pass between two approaching pedestrians.

Another common behavior when in socially compliant navigation mode was for the robot to simply stop when a pedestrian approached quickly. This stopping decision ensured that the robot did not plan a path into the pedestrian and allowed the pedestrian to make a decision about where to move to avoid collision. Although this behavior can be seen as a safety feature, our current work aims to relax this behavior to retain a robot’s pace to reach its destination more efficiently.

**Threat Detection and Covert Traversal:** Mixed within the group of pedestrians that the robot encountered was a pedestrian meant to resemble a threat in the environment. This threat was represented by a physical weapon, which the onboard object detection model was trained to detect. Recall that the training of this model was done by leveraging large numbers of synthetic training
Figure 19. Two sequences of frames captured from a GoPro mounted on the robot during experimental trials. These frames capture the scenario when the robot was in socially compliant navigation mode. Pedestrians are uniquely labeled with integer IDs for visualization. Top: Robot deviates to the right into the grass. Bottom: Robot deviates to the right to pass between two approaching pedestrians.

Figure 20. Example images showing the initial threat detection from the experimental trials (rifle = object 2). Also shown are some entrance detections (object 1).

images (discussed in Section 3.2.2). We provide a thorough analysis of how this trained model performs in the field to cue covert behavior.

Figure 20 shows example images of the initial threat detection that transitioned the robot into covert behavior. Across all experimental trials these initial detections were made when the rifle was between 0.5 m and 9.9 m away from the robot. In most cases when the initial detection is relatively close, the pedestrian carrying the threat approached the robot from behind or the side, keeping the rifle out of the camera field of view for quite some time. In addition to being able to detect the rifle from various distances, the detections are made under different degrees of occlusion.

The maximum range for threat detection during experimentation was 11.5 m. Figure 21 provides a more detailed view of the threat detection ranges for each experimental trial (left), and the average
range at which rifle detections were made for each trial (right). In trial 3 the detection distance is quite close because the pedestrian approached the robot from behind, appeared in front of the robot long enough to gather a detection, and then quickly left the field of view. Trial 4 represents the only experimental trial where a false rifle detection was made that caused the robot to transition into covert mode prematurely. Thus, no true positive detection distance data is recorded. We delay the discussion of false detections and lessons learned to Section 5. Overall, these plots highlight the range diversity of the object detection model during experimentation.

The transition to covert traversal throughout the experimental trials was quite distinct because most operation prior to identifying a threat was done at a fair distance from buildings. Recall from Figure 14 that the robot’s initial and destination locations are roughly along a road network, and pedestrians enter the scene as the robot is navigating along this road. Thus, when a threat is perceived the robot must deviate from the road significantly to find a building edge to achieve covert behavior. Figure 22 shows two example covert trajectories produced from the learned model after a threat was perceived.

Figure 21. Images that outline the threat detection range during each experimental trial.

Figure 22. Paths generated using covert behavior in two experimental trials. The green line represents the planned path. The green and purple colors on the map represent perceived grass and road, respectively. Building edges and other obstacles are seen in the map as black regions captured from LiDAR.
5. Lessons learned, discussion and future work

Intelligent systems are far from flawless. During our system integration and experimentation we identified a number of outstanding challenges that still need to be addressed in our proposed system and within the robotics research community. In this section, we discuss some of our failures, system configurations used to mitigate these failures, and provide a general discussion on lessons learned and future work related to these challenges.

**Mitigating false detections and addressing occlusion challenges**

Many characteristics make the detection of rifles difficult. They have little texture, are long and thin and thereby in many cases occupy only a small portion of training bounding boxes, and when carried by people are often occluded by portions of the human body. Figure 23 shows some examples of false rifle detections seen during experimentation. During testing, to mitigate false behavior transitions, we filtered out low confidence detections and required detections in three sequential frames before triggering a transition to covert behavior. With these configurations, false detections leading to incorrect navigation transitions only happened once during the field test.

From the quantitative evaluation in Section 3.2.2 we saw that using only the synthetically generated data to train a rifle detector was outperformed by the model that used the real-world data with hand annotations. Yet, the results were promising given that the approach required far less human effort, and it allows for the training of a detector in cases where it is not possible to collect images of the object in relevant environments. We discussed how part of the poorer performance can be attributed to the fact that the synthetic data did not include examples of people carrying rifles, which causes significant object occlusion.

However, we also hypothesize that using the synthetic data helped generalize rifle detections beyond the case when a human was holding the object. Although in our experiments the rifle was always initially introduced into the scene when carried by a pedestrian, the detector was able to correctly detect the rifle when it was not being carried as well. Figure 24 provides some examples of the weapon being detected in an upright position. Notice in the right image the color of the weapon and the pole it is leaning against are very similar, making this a more challenging condition to detect.

So although the synthetic data generated was limited in that it did not represent scenarios of weapons being held my a human, it certainly enhanced the training set for scenarios where the rifle was found in the environment in isolation.

**Learning from trajectories only may be too weak of a signal for social navigation**

In the majority of existing work in social navigation, the problem formulation only considers trajectories without including environmental constraints, such as terrain types, static obstacles, or structural features (e.g., sidewalks or doors). Furthermore, because pedestrians are represented as their trajectories, other significant features of their states—such as full body pose, eye gaze, facial expressions, heights, and other physical features—are stripped from training data. In order to model...
pedestrian behaviors and learn to navigate among them, future directions should expand the problem formulation beyond trajectories.

**Limited terrain projection results in poor long distance planning**

There are still some limitations to the learning from demonstration approach used to generate behaviors. These behaviors rely on the terrain and obstacle feature maps that are produced from semantic segmentation and LiDAR strikes. Currently when operating on-line, the generation of these terrain feature maps is projected only 5 m in front of the robot, making it difficult to reason about the best trajectory through unexplored regions of the environment. Figure 25 shows an example of this during a field test trial. The experimental scenario has just begun and there is limited terrain information available. The edge of the road is not clearly defined from this information as only a portion of it has been classified. In these cases, the limited information results in planned trajectories to the goal that are not as clearly representative of the trained behavior as they could be with a longer range view of the terrain.

The IOC behavior path planner does re-plan as additional terrain features are discovered, which allows new information to modify the planned trajectory. However, the additional terrain data continually only provides short-range information, meaning the planner always lacks long-range information needed to fully mimic the demonstrated behavior. We are investigating two approaches for future
work to improve the current implementation. First, existing terrain maps could be loaded as prior information and modified on-line to reflect any environment changes. These maps could be coarse terrain identifications from aerial vehicle teammates or from previous operation of a ground vehicle. This provides a more informative global view of the environment at the start of operation. A second approach could be to simply increase the range of terrain projection used to generate the feature maps. This is ideal for operation in novel environments where no a priori information is available. This is feasible in the sense that the semantically classified images encode terrain information at a much greater distance than we are currently projecting, but increasing the distance for feature maps requires more onboard computation. Improving the speed of this computation will provide longer range information that can better direct the planning system for these behaviors.

Related to this shortcoming, the robot can also deviate from the planned trajectory due to unmodeled dynamics or unanticipated terrain interactions. In our current system, the local planner attempts to return to the planned trajectory; however, in doing this the robot may not exhibit the desired behavior. Furthermore, due to periodic global trajectory replanning, oscillatory behavior can be observed when the trajectory deviation is large. One improvement over the planning system described in this paper would be to incorporate platform dynamics and generate a policy in the neighborhood of the ideal trajectory that would both tend to better favor the desired terrain as well as recover quickly from deviations.

**Integrated intelligence takes more than system integration**

In this article, we showcase an example of high-level robot intelligence where a robot visually analyzes the situational context of its environment to seamlessly interleave multiple behaviors according to the context. As illustrated in this example, many of the decision-making problems in robotics applications require intellectual capabilities, including semantic perception, understanding of environmental or social contexts, and reasoning about complex constraints. Despite the hype over the successes of end-to-end deep learning, building this type of cognitive-level intelligence in robotics is one of the remaining challenges in intelligent robotics technologies. As a community, we need to define the science of integrated intelligence in the context of robotics.

There are a number of trade-offs between end-to-end learning and a modularized system for the scenario we have defined. End-to-end learning provides a holistic representation of the environment, which arguably provides a more cohesive context during operation over individual perception cues. However, the question of mission complexity plays a critical role in determining the effectiveness of this holistic approach. The emerging research results for end-to-end learning techniques have focused on highly structured tasks thus far, which allows the behavior of the autonomous system to be constrained. Examples include placing books on shelves (Singh et al., 2019), consumer electronics (Kim et al., 2018), and navigation for agriculture crop row following (Bakken et al., 2019) or urban on road navigation (Bojarski et al., 2016; Z. Chen & Huang, 2017; Codevilla et al., 2018; Sadat et al., 2020). While these results are not to be diminished, significant progress is still required to determine how such an approach might be useful in our defined scenario, which displays much less structure and requires a larger and more diverse set of behaviors to negotiate the current environment.

In many cases, decision making depends on a larger context than what is directly perceived. For instance, observing a knife in a kitchen is normal, whereas a knife in a nursery room raises alarm. In more complex examples, present perception is simply not enough for deciding critical actions. Whereas an end-to-end design may be able to capture the complexity, e.g., using a very large network and a massive amount of training data, abstraction in the form of hierarchical or structured architecture can support a compact representation of complex decision making under various contexts.

Several important factors need to be considered. First, as the complexity of the problem increases, the need for larger sets of training data will also likely increase. As previously mentioned, for some real-world applications, the ability to collect domain-relevant training data prior to deployment can be challenging. Further, collecting enough training data for reliable operation may simply be infeasible. Second, as robots are deployed with human teammates, an aspect of explainability and transparency will likely need to exist to ensure that the human fully trusts its robotic teammate. The
lack of transparency that currently exists in end-to-end systems is a major shortcoming compared to the use of perception cues, which clearly define why an action, e.g., navigation behavior transition, was taken.

Future research directions include communication protocol for subcomponents that can be easily customized to support cognitive abilities. For instance, Robot Operating Systems (ROS) has been widely used for this purpose, despite its limited expressibility. Interdisciplinary research between cognitive science and robotics fields should also be further encouraged.

**Testbeds and evaluation metrics are needed for human-robot teaming**

Our social navigation approach is based on a model trained using human pedestrian datasets. During the experiments, we observed that humans adapt to robot behaviors as quickly as the robot also tries to achieve naturalness. In addition to the trajectories, which are the only input to the majority of existing algorithms including ours, human reactions appear sensitive to many other factors. Some of these factors include those pertaining to the physical appearance of a robot, e.g., shape, height, rigidity, and sound, e.g., motor sound, that comes from the robot.

Currently, these additional factors are not encoded in datasets that can be used for robot learning, causing learned models to rely on only some of the data a pedestrian uses when interacting with these autonomous agents. As robotics research continues to emphasize applications that maintain humans and robots in close proximity, and directly interact/react with one another, e.g., hospital aids, household appliances, street couriers, the need for richer datasets, testbeds, and metrics that comprise all the previously mentioned factors will become crucial.

### 6. Conclusion

The continued development of intelligent robotic systems has helped push the state of the art in autonomy and has led to unique human–robot teaming capabilities. This is particularly relevant for fielded applications where human teammates need to maintain situational awareness to ensure their safety. In these scenarios, a fully autonomous robot that can make navigation decisions without requiring human oversight or teleoperation will be invaluable.

As part of the research in the RCTA that aimed to develop these capabilities, we have presented a fully integrated intelligent system that makes use of mapping, perception, and navigation stacks to autonomously navigate in complex, unstructured, and dynamic environments. In this system, the robot leverages both vision and LiDAR-based perception cues to constantly update its current understanding of the environment. This simple, yet effective, approach allows the robot to transition between various learned navigation behaviors that provide safe and reliable traversal given the current scenario context.

Our research in this area will continue to evolve as we look at ways to further enhance the intelligence architecture used onboard the robot, and make use of additional perception information during the learning process for navigation behaviors. Further analysis related to the use of synthetically generated data for learning in domains with limited training data and novel benchmarking metrics for human–robot teaming applications are other areas that we expect to investigate in future work to continue to provide meaningful impact to the robotics community at large.
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